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Government actions to reduce risks to health have varied greatly in their cost per death prevented,
frequently by 10-fold or even 100-fold. This research asks whether disparities of this magnitude
are justified by citizens' preferences abut the relative value of reducing deaths from different
hazards. Four samples were asked to rank the relative priority of preventing deaths through 8
realistic programs, each addressed to a different hazard, and then to rate how large the differences
in spending should be. Subjects were not asked to give absolute values on preventing deaths and
were asked only for their relative valuation of the benefits of preventing a death, not to weigh the
benefits and costs or to determine an optimal spending level. We found that in all samples the
median respondent valued his top-rated program 5 to 6 times more than his bottom-rated program.
However, because individuals disagreed upon the relative priority for different programs, the
aggregated rankings barely showed more than a 2-fold difference in the amounts that should be
spent. Thus, for the important programs considered by these samples, a large variation in spending
does not appear to be justified on the basis of differentials in the values placed on preventing
different types of deaths. A more deliberative methodology like the one used here appears fruitful
for providing insights to policymakers about preferences in this sensitive area.
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1. INTRODUCTION to argue that funds shouldbe reallocatedso that the
marginal cost of death prevention is equal across pro-

Analyses of safety and public health programs have grams, thus maximizing the number of deaths prevented
for a given outlay. (1,5)revealed great disparities in the cost per fatality pre-

vented. For example, many OSHA and EPA health stan- The logic of this argument depends, in part, upon
dards can be justified only by valuing each death prevented the view that the prevention of all deaths is equally
at millions and sometimes tens of millions of dollars. In worthwhile. While many would acknowledge that ad-

contrast, many state highway departments appear to use justments should be made for the years of life added,
valuations of only several hundred thousand dollars per and perhaps their quality, the more critical issue con-
death. (1_) These differences have led many economists cerns the context in which the risk arises. Some assert

that context makes little difference.Thus, Bailey(a)writes:
School of Public Health, State University of New York at Albany,
New York State Department of Health, Tower 2523, Empire State Although there is no rational case for spending a huge sum to
Plaza,Albany, NewYork12237. avoida deathfrom one causewhile refusingto spenda rela-

2School of Medicine, M-022, University of California, San Diego, tively small sum to avoid a death from another cause, it can
La Jolla, California 92093. be shown that rational, well-informed citizens do not equalize
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TableI. ProgramDescriptionUsedfor All FourSamples

One program prevents a fatality by enforcing standards to reduce workplace exposures to cancer causing chemicals. The deaths would have occurred
30 yearsin thefuture.Theaverageageof thevictimsis 65.

One program prevents a fatality by creating bicycle lanes to separate and protect cyclists from cars. The deaths prevented would have occurred
this year. The average age of victims is 20.

One program prevents a fatality by enforcing regulations requiring that the slats on cribs be close enough together to keep a baby from getting its
head caught and strangling. The deaths prevented would have occurred this year. The average age of victims is 1.

Oneprogrampreventsa fatalityby removingroadsideobstacles(e.g., trees, boulders)alongdangerouscurvesin order to protectmotoristswho
driveoff the road.Thedeathspreventedwouldhaveoccurredthisyear. The averageage of victimsis 27.

Oneprogrampreventsa fatalityby increasingthenumberof paramedicsandambulancesso that heartattackvictimsreceivehelpmorequickly.
Thedeathspreventedwouldhaveoccurredthisyear. The averageage of victimsis 65.

One program prevents a fatality by enforcing standards to reduce air pollutants that especially affect people with lung diseases like emphysema
andbronchitis.The deathspreventedwouldhaveoccuredin 10years. Theaverageage of victimsis 75.

Oneprogrampreventsa fatalitybybuildingmedianbarriersonroadstoseparatetrafficandpreventhead-oncollisions.Thedeathspreventedwould
have occurred this year. The average age of victims is 27.

Oneprogrampreventsa fatalityby enforcingstandardstopreventfailsbyworkersatconstructionsites. The deathspreventedwouldhaveoccurred
this year. The average age of victims is 40.

programs from lowest to highest priority. Then they were moving up. The fourth group was also asked to use the
asked to give a rating of 10 to the lowest ranked program 100-down approach, but was first presented the "Discus-
and rate others in relation to that program (e.g., if they sion of Issues." The fifth group heard the discussion of
thought it merited spending twice as much per fatality issues, used the 10-up approach, but was also given in-
prevented, it should get a rating of 20). The instructions formation on the average age of the victims and the latency
emphasized that subjects should not question the pre- period for the type of death potentially prevented by the
sumed effectiveness of each program, and that they should program. The latency period was the length of time be-
assume that the costs of each program were the same. tween the intervention and the benefit. Table I shows the
"The only issue we want you to think about is whether eight programs with this information added.
you value the prevention of 10 deaths in one program The UCSD, ELDERLY, and STAFF samples were
more than the prevention of 10 deaths in another." subjected to the same treatment as this fifth group at

Respondents were also asked to rate each program SDSU.
on three scales: (1) whether they thought that people,
by their own actions, can reduce the risk from the haz-
ard; (2) the extent to which they personally faced a risk 3. RESULTS
from the hazard; and (3) the extent to which family or
friends faced a risk from the hazard.

3.1. Variability in Each Individual's Ratings

2.1. Variations For each subject, a ratio of highest to lowest ranked
program was created. The results in Table II are for

Several variations on the basic format were em- individuals. The median difference between the top and
ployed. Students in the SDSU sample were randomly as- bottom ranked program were very similar in the four
signed to five subgroups, the first of which followed the samples, ranging from five- to six-fold. Thus for half of
instructions above. The second group was first orally pre- the individuals, the maximum difference between top-
sented a brief"Discussion of Issues'" (see Appendix), which rated and bottom-rated programs was less than that
reviewed the reasons why one might or might not choose amount; and for half it was larger, Some members of

to value the reduction of deaths from different programs both student samples valued their top ranked program
by different amounts. The third group was asked to rate 50 or more times higher than the lowest ranked; in the
the highest ranked program as 100 and rate the others down ELDERLY sample, the maximum difference was 10-

from that level, rather than rating the lowest a 10 and fold.
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TableIlL MeanandMedianRatingsin FourSamplesa

Sample Average
STAFF ELDERLY UCSD SDSU rankon

Program Mean Median Mean Median Mean Median Mean Median means

Workplace 50.62 30 27.33 18 25.67 15 47.04 20 4
(57.0) (20.0) (23.1) (80.9)

Bike lanes 26.97 20 21.08 20 64.93 30 48.72 30 5
(19.8) (10.7) (110.6) (63.2)

Cribs 53.61 25.5 25.44 20 108.61 50 55.81 31 1.75
(98.1) (14.0) (195.3) (83.7)

Roadsideobsta- 20.38 12 23.05 15 38.36 20 20.0_ 18 6.75
cles (30.8) (20.1) (59.7) (11.6)
Paramedic 49.73 20 22.36 20 51.54 22 48.03 25 4

(101.7) (10.7) (96.1) (46.6)
Pollution 45.74 30 28.32 20 24.38 11 40.15 25 4.75

(48.1) (25.3) (26.3) (75.0)
Medianbarriers 41.35 20 36.41 29 81.72 40 38.46 20 3.75

(67.2) (24.6) (121.6) (40.8)
Constructionfalls 27.46 18 21.47 20 46.55 22 34.17 20 6.25

(36.7) (11.0) (69.8) (55.4)

"Standard deviations are in parentheses. Superscripts are the rankings of each program within the sample. The last column is calculated by adding
the rankings in the four samples and dividing by 4.

is that individuals often disagree about which programs 1.75 [(1 + 1 + 1 + 4)/4], easily the highest of any pro-
deserve the higher ranking. When 50% think that Pro- gram. At the low end, roadside obstacles (6.75) and
gram X ranks higher than Program Y and the other 50% construction falls (6.25) had the lowest overall average
think the opposite, then the aggregate judgment will tend rankings. The five other programs all clustered between
to show them valued almost equally. In only three cases 3.75 and 5.00.
out of 112 is the 1st quartile ratio greater than 1.00. In The two major differences in ratings among the
only five cases out of 112 is the 4th quartile ratio less samples pertained to cancer and pollution and to bike
than 1.00. Thus in only eight cases out of 112 did even lanes. The STAFF sample gave high ratings to cancer
three quarters or more of the respondents in a sample and pollution deaths; the UCSD sample gave them very
agree whether a particular program rated higher than low ratings, and the SDSU and ELDERLY samples were
another one. If we use a slightly less stringent measure, in-between. Although the difference was less striking,
whether three quarters or more agreed that a particular the two student samples gave relatively high rankings to
program rated as high or higher than another, an addi- deaths prevented by bike lanes compared to the EL-
tional 22 cases meet that test. The comparison between DERLY and STAFF samples.
roadside obstacles (D) and median barriers (B) was the The differences in the mean ratings of programs
only one to meet that criterion in all four samples. The within a sample were often not statistically significant.

comparison between roadside obstacles and bike lanes Table V presents the results only for those differences
(B) met it in three samples, that were significant at the 0.10 level (two-tailed). In

only 1 of the 28 program comparisons was there a sig-
nificant difference in all four samples: deaths prevented

3.3. Substantive Differences in Ratings by median barriers were always valued more highly than
deaths prevented by removal of roadside obstacles. In

Table III shows that the deaths prevented by the two other comparisons--cribs rated over roadside obsta-
crib standard received the highest mean rating in all but cles and over construction falls--the difference was sig-
the ELDERLY sample. If we take the rankings of its nificant in three of the samples. (In the ELDERLY sample,
mean ratings, add them across the four samples, and crib deaths were rated more highly, but the differences
divide by four, we get an average overall ranking of were not statistically significant.)In 10 comparisons, the
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Table IV. Continued

Sample

Programs ELDERLY STAFF
Compared 1stquartile Median 4thquartile 1stquartile Median 4thquartile

A/B 0.63 0.86 1.75 0.80 1.39 2.73
A/C 0.55 0.88 1.33 0.75 1.00 2.00
A/D 0.71 1.10 2.75 1.00 2.00 4.00
A/E 0.69 0.89 1.58 0.83 1.45 3,00
A/F 0.64 1.00 1.50 1.00 1.00 1.33
A/G 0.45 0.63 1.07 1.00 1.23 2.50
A/H 0.60 1.00 2.00 1.00 1.55 3.00
B/C 0.60 0.89 1.31 0.50 0.96 1.15
B/D 0.79 1.00 1.67 1.00 1.67 2.25
B/E 0.67 1.00 1.50 0.67 1.00 2.00
B/F 0.58 0.90 1.75 0.40 0.96 1.50
B/G 0.35 0.75 1.17 0.50 1.00 1.67
B/H 0.79 1.00 1.34 0.61 1.00 2.50
C/D 0.75 1.29 1.64 1.00 2.00 3.33
C/E 0.65 1.20 1.69 0.67 1.00 2.17
C/F 0.48 1.00 2.00 0.44 1.00 1.67
C/G 0.58 1.00 1.15 0.67 1.27 2.00
C/H 0.73 1.00 1.62 0.83 1.38 2.60
D/E 0.50 0.97 0.42 0.33 0.92 1.33
D/F 0.48 1.00 1.54 0.30 0.50 1.00
D/G 0.46 0.78 0.90 0.50 0.83 1.00
D/H 0.71 0.92 1.24 0.50 1.00 1.40
E/F 0.65 1.08 1.58 0.38 0.83 1.10
E/G 0.48 0.67 0.96 0.61 0.96 1.50
E/H 0.63 1.14 1.55 0.72 1.10 2.00
F/G 0.39 0.70 1.36 0.75 1.13 2.67
F/H 0.58 1.25 2.00 1.00 1.58 3.33
G/H 0.98 1.30 2.63 0.75 1.20 1.67

"Program A is workplace cancer; B is bike lanes; C is crib deaths; D is roadside obstacles; E is paramedics for heart attack victims; F is pollution
deaths; G is median barriers; H is falls in constuction.

The first row gives the ratio of the rating for workplace cancer to the rating for bike lanes. Thus in the SDSU samples, one fourth of the
repsondents thought the value of preventing 10 deaths in the first program was only half as great or less than the value of preventing 10 deaths in
the second. Half of the respondents thought that the value of the deaths prevented in the first program was 85% or less than the value of the deaths
prevented in the second. Another one quarter of the respondents valued the prevention of cancer deaths at least 50% more than the prevention of
deaths in the bike-lane program.

crib standard moved from fifth to first and bicycle lanes the extent to which they thought that those who died

moved from sixth to second when age and latency in- bore responsibility for their fate. Respondents gave their

formation were given to the subjects, answers on a scale from 1 (least) to 7 (most.)

On "'blame," all four samples rated roadside ob-

3.5. Findings on Independent Variables stacles highest, three of the four groups rated pollution
lowest. The fourth group rated pollution next to lowest.

Table VI shows ratings from the four samples on The only sharp difference was that the SDSU sample
the scales for "Self," "Other," and "Blame." The ta- gave paramedics the second highest score while the oth-

ble suggests that there was considerable agreement on ers rated it sixth, seventh, or eighth. In addition, both
these scales. The "Self" variable measured whether the student samples rated crib deaths fifth highest on blame

respondent thought that he or she personally faced the while the older samples rated it second.

risk. The "Other" variable measured whether family or On "self", all four samples gave the highest rating
friends faced the risk. The "Blame" variable measured to median barriers, the lowest to construction falls, and
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= 100 only other with positive correlations in at least two sam-
"_ pies. It should be noted, however, that the correlations

= 90 [] [] between "Self" and "Blame" tend to be modest.

80 [] []

_: [] 3.6. Findings: Explaining the Ratings
_, 7o-

• Several different approaches to explaining the rat-
= 60- [] ings were attempted. These included:
_1 []

so ..... 1. A regressionanalysisof the"Self," "Other,"
10 20 30 40 50 60 and "Blame" variables on the levels of the rat-

Median Ten-up Instruction ings.

Fig. 1. Rating of programs using 10-up and 100-down instruction. 2. Because "Self" and "Other" were typically
highly correlated, we ran regressions omitting
one or the other.

3. We used each person's ratio of the rating for
DERLY sample, three quarters of the correlations are program X to the rating for program Y as the
negative. In these cases, the greater the extent to which dependent variable, where the independent var-
a person faces a risk, the less likely he or she is to blame iables were the differences between the scores

the victims. The main exception is the crib death pro- of the independent variables for those two pro-
gram where the correlation is positive in all four sam- grams. We used ratios for the dependent varia-
pies. The program to prevent construction deaths is the ble, rather than differences, to partially overcome

Table VI. Mean Scores for Ratings of "Blame," Affects "Self," and Affects "Others" in Four Subject Samples

ELDERLY UCSD SDSU STAFF

Blame

5.53D(roadside) 5.80 D 5.50 D 4.76 D

5.42C(cribs) 4.77 B 5.16 E 4.53 C

5.26B(bikes) 4.35 H 5.14 B 4.47 B

4.69H(falls) 3.94 G 4.76 G 4.26 H

4.47G(median) 3.89 C 4.62 C 3.45 G

4.32A(cancer) 3.68 E 4.48 H 3.26 A

3.79E(pollution) 3.26 A 3.96 A 3.24 F

3.74F(paramedic) 3.15 F 3.62 F 3.05 E

Self

5.26G 5.15 G 4.58 G 5.13 G

4.53E 4.54 B 4.08 B 4.03 D

3.74D 4.03 D 3.98 D 3.58 B

3.00F 2.56 F 3.34 G 3.16 F

1.47A 2.34 A 3.20 E 2.74 E

1.42B 2.26 E 2.08 A 2.34 A

1.31C 1.34 C 2.06 C 1.29 C

1.00H 1.21 H 1.42 H 1.18 H

Other

5.32G 5.18 G 5.16 E 5.24 G

4.84E 4.83 B 4.74 G 4.55 E
4.00D 4.74 E 4.70 G 4.47 B

3.89F 4.23 D 4.60 D 4.45 D

3.42B 4.11 C 4.28 F 3.84 F

3.32C 3.38 F 4.18 C 3.29 C

2.21 A 2.88 A 3.08 A 2.66 A
1.63H 2.21 H 2.52 H 2.61 H
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Table VIII. Regressions Explaining Ratings: The Number of Statistically Significant Coefficients (at 0.10, 1-tail), Number of Statistically
Significant Coefficients, and Number of Coefficients Estimated a

STAFF SDSU UCSD ELDERLY STAFF

a. Regression on ratings with self, blame, and 6/24 2/24 5/24 5/24
other Other 2/8 Other 2/8 Other 2/8 Other 4/8

Blame 3/8 Blame 0/8 Blame 2/8 Self 1/8
Self 1/8 Self 0/8 Self 1/8 Blame 0/8

b. Regression on ratings with self and blame 6/16 4/16 5/16 4/16
Self 2/8 Self 4/8 Self 3/8 Self 4/8
Blame 4/8 Blame 0/8 Blame 2/8 Blame (1/8

c. Regression on ratings with other and blame 5/16 5/16 7/16 6/16
Other 3/8 Other 4/8 Other 4/8 Other 6/8
Blame 2/8 Blame 1/8 Blame 3/8 Blame 0/8

d. Regressions on ratio of ratings with differ- 24/84 24/84 18/84 17/84
ences in self, other and blame Other 3/28 Other 8/28 Other 10/28 Other 12/28

Self 8/28 Self 8/28 Self 3/28 Self 3/28
Blame 13/28 Blame 8/28 Blame 5/28 Blame 2/28

"Excluding constant.

Table IX. Regressions on Individuals in ELDERLY Sample"

Other Self
Coefficient "t'" Coefficient "'t'"

1 -0.43 (0.54) -0.09 0.11)
2 21.2 (1.965)b 13.53 3.55 I'
3 4.17 (2.72)c 9.61 1.981
4 3.86 (3.43)c 3.86 3.43 )'
5 4.74 (2.31)_ 5.26 2.761'
6 3.20 (0.57) 1.35 1.211
7 3.14 (1.21) 3.14 1.21}
8 Undefined Undefined
9 -0.67 (0.28) t.02 I.171

10 9.18 (1.77)t' - 5.15 1.041
11 2.26 (3.18)c - 1.06 11.81)
12 0.96 (1.75)b 0.58 I.12)
13 - 0.04 (0.05) - 0.95 0.30)
14 - 4.04 (0.75) - 0.45 [I.171
15 2.18 (1.25) - 1.20 11.521
16 1.67 (5.39)a 1.52 3.66r
17 3.42 (1.05) 1.13 o.28 )
18 0.15 (0.04) - 1.29 0.53)

aThis table presents results for each of the 18 individuals in the ELDERLY sample. To explain their ratings of the 8 programs, a regression was
first run with the "other" and "blame" variables, then with the "self" and "blame" variables. Results are shown here only for the "'other" and
"self" variables. The "blame" variable was not significant for more than 2 individuals in either of the regressions.
_Indicates significance at the 0.10 level in a 1-tailed test.
qndicates significance at the .05 level.
qndicates significance at the 0.01 level.

"Self" instead of "Other", there were four in- 4. DISCUSSION

dividuals with significant coefficients

Two chief issues merit discussion: the validity of
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It is plausible that such a process would generate more can say little about whether program X is truly valued
agreement about which features are the most appropriate three times as much as program Y.
to consider, and, therefore, to more agreement in rank- Another point deserving mention is the choice of
ings and ultimately to more variation in ratings. Even our independent variables. Beggs used two variables to
with full awareness of all of the issues raised by these explain the valuation in his sample: how responsible the

ratings decisions, difference in ratings would, of course, victim was for his fate and whether the respondent, him-
remain because of differences in value placed on differ- self, faced the risk. _19_In order to allow more explicitly
ent factors (e.g., responsibility and latency), for concern for third parties, we added a variable

The problems caused by lack of deliberation are ("Other") for whether family or friends faced the risk.
exacerbated by programs that are especially ambiguous. The "Self" and "Other" variables were often so highly
For example, in the case of the paramedic program for correlated that it was not possible to distinguish their
heart attack victims, it was clear from discussions after independent contributions. When the correlation was low

the survey was administered that some respondents viewed (e.g., in the student samples for the paramedic program
the victims as blameless, while other assumed that the to prevent heart attack deaths), the "Other" variable

victims were to blame for an unhealthy lifestyle. The usually accounted for more of the variance in ratings. In
STAFF sample viewed heart attack victims as the least general, the "Other" variable slightly outperformed the
responsible of all, while the SDSU sample viewed them "'Self" variable. Even if this difference were much greater,
as the second most responsible. In two of the four sam- however, we recognize that there is a difference between
ples (STAFF and UCSD), the ratings for this program altruism that extends to family and friends and altruism
had the highest coefficient of variation. In both of those that extends to total strangers. The issue of self-inter-
samples, the "Blame" variable was statistically signif- ested behavior is quite important for our results because,
icant in explaining variations in the ratings of that pro- to the extent that people give the highest ratings to re-
gram. We recognize that the issue of whether a set of ducing the risks that they personally face (or indeed that
victims is blameworthy is an ethical as well as a factual their friends and relations face), two consequences ap-

question. However, we think that further discussion could pear: (1) the aggregated ratings will tend to vary with
remove some sources of disagreement, the number of people facing a risk; and (2) the results

The limited ability of our models to explain the will change if we pick samples in which different risks
variations in ratings attests at least as much to the in- are more prevalent.
adequacy of our understanding as it does to the possible Thus, for example, it is plausible that the relative
irrationality of the respondents' responses. Nevertheless, rating for preventing deaths in construction would be
we would have more confidence in the deliberativeness higher in a sample of construction workers. Moreover,
of the responses if we were able to explain them better for most of the programs we found a negative correlation
with variables that seem as if they should play a role in between the ratings on "Self" and the ratings on
decisions. The explanatory function would have been "Blame". This finding suggests that people are less likely
better served if our instrument had included enough pro- to view the victim as responsible for his fate when they

grams to allow more satisfactory regressions on each face the same hazard themselves. If true, then the impact
individual's ratings. However, we thought that adding of the "Self" variable is larger than its coefficient sug-
programs would threaten the individual's ability to keep gests: part of its impact is being picked up in the "Blame"
them in his or her head and compare them meaningfully, variable. However, we should note that the magnitude

We placed a higher priority on trying to elicit meaningful of these correlations is not large and they are only some-
ratings than on contributing to an explanation of the rat- times statistically significant. Overall, we cannot draw

ings. a firmconclusionabouttherelativeroleof altruismand
In addition to concerns a bout the lability of pref- self-regard in these ratings.

erences, the choice of a metric is itself problematic. Our The exceptions to the negative correlation between
data suggest that ratios in relation to a top value of 100 "Self" and "Blame"--the crib program and the two
were different than those rated in relation to a bottom workplace programs--are worth noting. With cribs, we

value of 10. This lack of symmetry indicates that the can infer that those who, in fact, do have responsibility
responses cannot be characterized by a true ratio scale, for caring for infants are more likely to believe that they
If the ratios change with the scale, then we obviously would be blameworthy if something happened.
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