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Abstract

This paper compares a traditional biomedical model with an outcomes model for evaluating health care.
The traditional model emphasizes diagnosis and disease-specific outcomes. In contrast, the outcomes model
emphasizes life expectancy and health-related quality of life. Although the models are similar, they lead to
different conclusions with regard to some interventions. For some conditions, diagnosis and treatment may
reduce the impact of a particular disease without extending life expectancy or improving quality of life.
Older individuals with multiple co-morbidities may not benefit from treatments for a particular disease if
competing health problems threaten life or reduce quality of life. In preventive medicine, diagnosis of
disease is made more difficult because of ambiguity, uncertainty, lead-time bias, and length bias. In some
circumstances, successful diagnosis and treatment may actually reduce life expectancy or overall life
quality. Example applications of the outcomes model from clinical policy analysis, individual decision
making and shared decision-making are offered. The outcomes model has received little attention in dental
health care but may have parallels to applications in other areas of medicine.
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Introduction

This article has three objectives. First, I will dif-
ferentiate an Outcomes Model from a traditional
Biomedical Model. Second, I will suggest that the
traditional model leads to over-diagnosis and
perhaps to excessive costs in health care. Third, I
will propose that new methods of medical decision
making, involving both patients and providers,
can contribute to the solutions for these problems.

Biomedical and Outcomes Model

Medicine is the art of diagnosis and treatment.
Preventive medicine is often regarded as the spe-
ciality for the early detection of treatment of dis-
ease. The traditional Biomedical Model, which is

oriented toward disease, depends on measures of
disease process. Diagnosis typically involves iden-
tification of pathology and uses measures of blood
chemistry, tissue damage, and so forth. Successful
intervention occurs when a disease is eradicated.
We sometimes refer to this model as the ‘find it–fix
it’ approach [1]. Diagnosis is used to find disease
pathology and treatment is used to fix it. The
traditional model reflects traditional thinking.
Since the time of Sir Isaac Newton, linear thinking
has been the predominate view of the world.
Newton focused his attention on discrete compo-
nents of the world and assumed that these oper-
ated with independence from one another.

The industrial revolution, which began in Eng-
land in the 18th century, set the intellectual tone
that dominated nearly all fields for the next two
centuries [2]. Three concepts characterize linear
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thinking: reductionism, analysis, and mechanism.
Reductionism is the belief that everything that we
experience is made up of component parts. Just as
an automobile represents contributions from
many different factories, we assume that human
beings are also a conglomeration of component
parts. Reductionistic science involves taking
things apart. The parts become smaller and
smaller until the scientist arrives at the ultimate
basic elements which are no longer divisible. Re-
ductionists believe that in order to understand
something, it must be disassembled. Scientists of-
ten describe the parts as functioning independently
of one another.

Analysis is the process by which things are di-
vided into their components. These things may be
tangible such as the human body or a machine;
however, ideas can also be disassembled. Mecha-
nism, the third basic component of linear thinking,
is the belief that cause and effect can be described
by one relationship. If x causes y, we may under-
stand the mechanism of y by manipulating x. For
example, if sun exposure causes red skin, we can
recreate the red skin by placing a person in the
sunlight. The sunlight is the mechanism that
causes sunburn. Investigators rarely accept expla-
nations at this global level. Instead, they search for
finer and finer mechanisms that explain relation-
ships at a more basic level. For example, they seek
to understand the basic cellular events responsible
for skin tone changes in response to sunlight.

In contrast to this linear thinking, there has been
a trend toward ‘systems’ thinking. Complexity is
fundamental in science. In the 17th century, Des-
cartes proposed reductionism as a remedy to being
overwhelmed by information. According to Des-
cartes, complicated phenomenon could be under-
stood by dividing them into their component parts
[3]. It was assumed that this division would not
distort the phenomenon under study. This ap-
proach has lead to many productive sciences. On
the other hand, it is also apparent that there usu-
ally are dense interconnections between compo-
nents in virtually all sciences [4]. In contrast to
mechanistic understanding, systems thinking con-
siders the whole rather than the individual parts.

In a system, the functioning of each part cannot
be understood independently of the functioning of
other parts. The value of individual parts is lost
when the whole is disassembled. For example, an

automobile broken down into component parts
cannot be used to transport people. Similarly, a
human body may not live or function adequately
with some vital parts removed. The parts cannot
functionwithout the rest of the whole. A human eye
cannot see if it is removed from the body, just as a
steering wheel does not direct an automobile when
it is removed from the machine [5]. Traditional
scientific analysis tries to understand organisms by
taking them apart and examining each part sepa-
rately. This can be useful in determining the struc-
ture, but may not help us understand function.

The Outcomes Model

Systems thinkers recognize that the goal of health
care is to help people live longer and feel better.
This approach, known as the Outcomes Model, is
similar to the traditional Biomedical Model in
many ways. However, finding and fixing disease
does not necessarily lead to the best patient out-
comes. There may be occasions in which diagnosis
does not contribute to improved life expectancy or
quality of life. In fact, we will review occasions in
which diagnosis and treatment may lead to losses
in health status.

One of the important distinctions between the
traditional Biomedical Model and the Outcomes
Model is the value placed on patients’ self-reports.
The traditional Biomedical Model conceptualizes
most problems as similar to acute disease. Acute
diseases can typically be diagnosed and success-
fully treated, and are often identified through a
biological test. With good testing, how patients
report the experience may be of little value. Most
of the information required to diagnose and treat
the condition can be identified in the laboratory.
The acute disease model dominates how we have
developed health care, including the constructions
of hospitals, the development of training pro-
grams, and the creation of medical sub-specialties
[6]. The difficulty is that since about 1950, the
major burden on our health care system has been
chronic disease.

Chronic diseases typically have multiple causes;
most people who have one chronic condi-
tion typically have other chronic diseases as well.
The Medical Outcomes Study (MOS), for exam-
ple, recruited patients who had one of six chronic
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disease states. However, over 90% of the partici-
pants had other chronic conditions in addition to
the one that placed in a category for the study [7].
In contrast to acute diseases that last a brief in-
terval of time, chronic conditions are usually not
cured. As a result, patients must adapt to their
disease and psychological or social factors are of
key importance. Patient interpretation of the
condition and adaptation to the problem cannot
be ignored.

The Outcomes Model also places greater em-
phasis on epidemiological data. In contrast to the
traditional Biomedical Model that emphasizes
identification of a basic disease mechanism, the
Outcomes Model focuses on determinants of pa-
tient outcome. Sometimes, the exact biological
model is unknown. For example, some people
believe treatments are not of value unless the bi-
ological pathway underlying the disease is under-
stood. The Outcomes Model recognizes that
biologic pathways may never be fully understood
[8]. Further, some behavioral risk factors affect

health outcomes through a variety of different bi-
ological pathways. One example concerns the ef-
fects of tobacco use. For years, researchers
attempted to identify the impact of tobacco use
upon specific organs. Separate studies presented
the effects of cigarette smoking upon lung cancer,
heart disease, emphysema, oral cancers, and so
on. By looking at the disease-specific impact of
smoking and emphasizing the specific biological
models, the total impact of tobacco use was un-
derestimated. The outcomes approach links to-
bacco use to deaths from all causes, and to
reductions in quality of life. Considered from this
perspective, the impact of tobacco use is huge,
accounting for an estimated 19% of all premature
deaths [9]. Figure 1 shows that tobacco use is far
and away the leading cause of preventable death in
the United States.

One of the most important differences is in how
the models define a unit of benefit. The traditional
model usually links benefit to changes related to a
diagnosis. For example, outcome might be assessed

Figure 1. Actual Causes of Death – US 1990. Adapted from: McGinnis & Foege, JAMA, 270: 2207-12, 1993.
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by changes in blood pressure, tumor size, or death
from a specific disease. The traditional Biomedical
Model often focuses on the small picture at the
expense of the big picture. Much of contemporary
preventive cardiology is based on observations
from the Coronary Primary Prevention Trial, or
CPPT [10]. In this experimental trial, men were
randomly assigned to either take a placebo or to
use a drug known as cholestyrmanine. Choles-
tyrmanine can significantly lower serum choleste-
rol. In this particular trial, cholestyrmanine
produced an average total cholesterol reduction of
8.5%. In comparison to men using placebo, men in
the treatment group experienced 24% fewer heart
attack deaths and 19 fewer heart attacks.

One of the crucial features that make the Out-
comes Model and the traditional Biomedical
Model different is in how they measure the out-
come. The CPPT showed a 24% reduction in
cardiovascular mortality in the treated group. The
absolute proportion of patients who died of car-
diovascular disease was similar in the two groups.
In the placebo group, there were 38 deaths among
1900 participants (2%). In the cholestyrmanine
group, there were 30 deaths among 1906 partici-
pants (1.6%). In other words, taking medication
for 6 years reduced the chances of dying from
cardiovascular disease from 2 to 1.6%. The di-
agnosis-specific medical model focuses on cardio-
vascular deaths because the medicine was
designed to reduce deaths from heart disease.
Considering all causes of death, there was essen-
tially no benefit of treatment. At the end of the
study, 3.7% of those in the placebo group had died
and 3.6% of those in the cholestyrmanine group
had died. Since the publication of the CPPT,
virtually every study has obtained the same result.
Cholesterol lowering may reduce the chances of
dying of heart disease, but does not reduce the
chances of dying prematurely. The Outcomes
Model does not take cause of death into consid-
eration. From the outcomes perspective, the focus
is on whether or not the patient is alive [11]. If a
medication reduces the chances of dying of one
disease while increasing the chances of dying of
another, it is not regarded as effective [12]. Since
virtually all treatments have the potential to pro-
duce harm as well as benefit, the Outcomes Model
may be the most appropriate to evaluate benefits of
treatment.

Medicine as a cognitive science

The traditional Biomedical Model treats disease as
a binary variable. People are sick or they or not;
however, most chronic diseases are gradual pro-
cesses. The threshold for deciding whether or not
someone has the disease can be ambiguous. This
occurs not only in the definition of the disease, but
also in the interpretation of clinical data [13]. Using
their experience, clinicians examine and interpret
clinical information. Like any judgment, these
perceptions are not always reliable. For example, it
is known that physicians are highly variable in their
interpretation of clinical data. They disagree with
one another when examining the same clinical in-
formation [14]. Further, they disagree with them-
selves when presented with the same information at
two points in time. There are many examples to
support this claim. For example, one study gave
cardiologists high quality angiograms and asked
them to say if the stenosis in the left anterior de-
scending artery was greater than 50%. This judg-
ment is important because it is usually the threshold
for revascularization of the coronary arteries. The
study showed that the clinicians disagreed with one
another in about 60% of the cases [15]. In another
study, cardiologists were given the same angio-
grams at two different points in time. At the second
assessment, they disagreed with their own first
judgment in between 8 and 37% of the cases [16].

Another study evaluated the reliability of pa-
thologist-assessed ductile carcinoma in situ
(DCIS). Six pathologist subjects were given writ-
ten guidelines and examples of each of the prob-
lems they were looking for. Following this
training, these experienced pathologists were given
24 high quality slides of breast tissue. There was
considerable variability in the propensity to see
DCIS. For example, one pathologist saw cancer in
12% of the slides while another saw DCIS in 33%
of the same slides. Among 10 slides where at least
one pathologist saw DCIS, no two pathologists
had the same pattern of identification. One pa-
thologist saw cancer in 8 of the 10 cases while
another saw DCIS in only three. One case was
diagnosed by only one pathologist, and only two
cases were seen by all six [17]. These variations in
diagnostic patterns imply that patients with the
same problem, going to different doctors, may get
different diagnoses. Table 1 summarizes recent
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Table 1. Examples of studies on clinician agreement for studies in health status, radiology, and pathology

Reference Problem Comparison Reliability Comments

Health status

Rothwell et al. [18] Which domains of the

SF-36 are important

for patients with

multiple sclerosis

Patients vs. clinicians Poor agreement on

which dimensions

are important

Measures of disabil-

ity were poorly cor-

related with patient

rated quality of life

Shiels et al. [19] Evaluation of intervention

to improve reliability

for severity of illness

judgments

25 clinicians reviewed

14 patient records

before and after

training

Interclass correlations

low before intervention

and improved little

with intervention

Reliability problems

are not easily reme-

died through train-

ing

Unsworth et al. [20] Discharge decisions

for stroke patients

13 multidisciplinary

teams (74 clinicians)

rated 50 hypothetical

cases

Poor correspondence

of recommendations

across teams

Recommendations

may depend on char-

acteristics of teams

as much as on char-

acteristics of patients

Pathology

Kendall et al. [21] Endometrial cancer

diagnosis

Five pathologists

rated 100 endometrial

biopsies

j’s ranged from 0.67

to 0.89. For atypical

hyperplasia j = 0.47

Individual patholo-

gists attend to differ-

ent features.

Sylvester et al. [22] Site variability in

postmortem blood

alcohol determination

Blood alcohol was

measured from six

sites in nine subjects

(after death)

Taking samples

from different sites

produced different

estimates of blood

alcohol

Choice of site for

sample can affect re-

sults.

Frierson et al. [23] Histological grading

of infiltrating ductal

breast cancer

Six surgical

pathologists rated

75 infiltrating ductal

tumors

j’s ranged from 0.43

to 0.74 for

histological grade

Normalizing mitotic

counts resulted in

only slight improve-

ment

Radiology

Drapé et al. [24] Agreement on MR images

for articular cartilage

abnormalities in

osteoarthritis

Multiple observers

rated images from

43 patients

Interobserver

reliability = 0.80

Ratings were signifi-

cantly correlated

with anatomic find-

ings

Naitoh et al. [25] Use of intraoral

radiography to

detect dental caries

Six observers rates

93 tooth surfaces

j for interobserver

agreement = 0.43

Agreement for diag-

nosis of caries mod-

est using two

different methods

Bright et al. [26] Evaluation of rotator

cuff disease

Six reviewers with

different levels of

training rated

radiographs of 40

patients twice

(separated by 4 months)

j for inter observer

reliability ranged

from 0.01 to 0.75.

For intraobserver, j’s
ranged from 0.26

to 0.80

Reliability was high-

er for those with

more training

Mussurakis et al. [27] Detection and

differentiation of breast

cancer using contrast

enhanced MRI

Three radiologists

reviewed MRIs from

57 women

Agreement between

radiologists was only

moderate

Agreement better for

detection than for

differentiation

Dahlström and

Lindvall [28]

Panoramic radiography

to assess temporomandib-

ular joint disease (TMD)

Two oral radiologists

reviewed 50 TMD and

20 non-TMD cases on

multiple occasions

Interobserver

agreement varied

between 0.22

and 0.65

Agreement improved

some after calibra-

tion training

Jarvik et al. [29] MR of for lumbar

disk disease

Three radiologists

reviewed 34 consecutive

patients with back pain

j’s for extrusion present

ranged from 0 to 0.78

Agreement for pre-

sence or absence of

extrusion was only

modest
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studies from health status assessment, radiology,
and pathology suggesting poor reliability of diag-
nostic judgment.

Small area variability

One of the consequences of this variation in di-
agnostic patterns is that health care expenditures
can vary greatly across geographic areas. The
Dartmouth Atlas of Health Care has documented
remarkable variation of Medicare expenditures for
Medicare recipients in various regions of the
United States [30]. For example, health care ex-
penditures for Medicare recipients in southern
California, southern Texas and Florida are about
twice as high per recipient as they are in other
regions, such as New Mexico and parts of the
Pacific Northwest [30]. The Medicare program
spends almost twice as much per recipient in
Boston, Massachusetts as it does in New Haven,
Connecticut. Yet systematic investigations show
that people in Boston enjoy at least the same level
of health outcome as those in New Haven [30]. In
fact, some evidence suggests that patients are more
likely to be rehospitalized for the same conditions
in Boston than in New Haven [31]. These findings
have important implications. It is commonly be-
lieved that rates of medical care expenditures are
driven by medical care need. The variation studies
suggest that there is room for providers to make
different decisions about what care is required.
These decisions may be influenced by training,
availability of hospital beds and methods of re-
imbursement.

Quality of life

The Biomedical Model and the Outcomes Model
focus on different measures for the evaluation of
health care. The traditional model is regarded as
successful if disease is found and fixed. The Out-
comes Model suggests that resources should be
used to help people live longer and feel better.
Finding and fixing disease may, or may not, con-
tribute to this objective. In order to quantify the
benefits of health care, it is necessary to build
a comprehensive model of health benefit. Tra-
ditional measures of health outcome were very

general. They included life expectancy, infant
mortality, and disability days. The difficulty with
these indicators is that they did not reflect most of
the benefits of health care. For example, life ex-
pectancy and infant mortality are good measures
because they allow for comparisons between pro-
grams with different specific objectives. The diffi-
culty is that neither is sensitive to minor variations
in health status. Treatment of most common ill-
nesses may have relatively little effect on life ex-
pectancy. Infant mortality, although sensitive to
socioeconomic variations, does not register the
effect of health services delivered to people who
are older than 1 year.

Survival analysis is an attractive generic mea-
sure of health status. Survival analysis gives a unit
of credit for each year of survival. Suppose, for
example, that a person has a life expectancy of
80 years and dies prematurely at age 50. In sur-
vival analysis, they are scored as 1.0 for each of the
first 50 years and zero each year there after. The
problem is that years with disability are scored the
same as those years in perfect health. For example,
a person with severe arthritis who is alive is scored
exactly the same as someone in perfect health. To
address this problem, we have proposed adjusted
survival analysis. Using this method, we can
summarize outcomes in terms of quality adjusted
life years (QALYs). In quality adjusted survival
analysis, years of wellness are scored on a contin-
uum ranging from 0 for death to 1.0 for full
function.

QALYs are measures of life expectancy with
adjustments for quality of life [32–34]. QALYs
integrate mortality and morbidity to express
health status in terms of equivalents of well-years
of life. If a woman dies of breast cancer at age 50
and one would have expected her to live to age 75,
the disease was associated with 25 lost life years. If
100 women died at age 50 (and also had a life
expectancies of 75 years) 2500 (100 · 25 years) life
years would be lost.

Death is not the only outcome of concern in
cancer. Many adults suffer from the disease
leaving them somewhat disabled over long peri-
ods of time. Although still alive, the quality of
their lives has diminished. QALYs take into
consideration the quality of life consequences of
these illnesses. For example, a disease that reduces
quality of life by one half will take away 0.5
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QALYs over the course of one year. If it affects
two people, it will take away 1 year (equal
2 · 0.5) over a 1-year period. A pharmaceutical
treatment that improves quality of life by 0.2 for
each of five individuals will result in the equiva-
lent of one QALY if the benefit is maintained
over a 1-year period. The basic assumption is that
2 years scored as 0.5 add up to the equivalent of
1 year of complete wellness. Similarly, 4 years
scored as 0.25 are equivalent to one completely
well year of life. A treatment that boosts a pa-
tient’s health from 0.5 to 0.75 produces the
equivalent of 0.25 QALYs. If applied to four in-
dividuals, and the duration of the treatment effect
is 1 year, the effect of the treatment would be
equivalent to one completely well year of life. This
system has the advantage of considering both
benefits and side effects of programs in terms of
the common QALY units. Although QALYs are
typically assessed for patients, they can also be
measured for others, including caregivers who are
placed at risk because they experience stressful life
events. The Institute of Medicine recommended
that population health metrics be used to evaluate
public programs and to assist the decision-making
process [35].

In addition to health benefits, programs also
have costs. Resources are limited, and good policy
requires allocation to maximize life expectancy
and health related quality of life. Thus, in addition
to measuring health outcomes, costs must also be
considered. Methodologies for estimating costs
have now become standardized [32]. From an
administrative perspective, cost estimates include
all costs of treatment and costs associated with
caring for any side effects of treatment. Typically,
economic discounting is applied to adjust for using
current assets to achieve a future benefit. From a
social perspective, costs are broader and may in-
clude costs of family members staying off work to
provide care. Comparing programs for a given
population with a given medical condition, cost-
effectiveness is measured as the change in costs of
care for the program compared to the existing
therapy or program, relative to the change in
health measured in a standardized unit such as
the QALY. The difference in costs over the dif-
ference in effectiveness is the incremental cost-ef-
fectiveness, and is usually expressed as the cost/
QALY. Since the objective of all programs is to

produce QALYs, the cost/QALY ratio can be used
to show the relative efficiency of different pro-
grams [33].

In the following sections I will offer three ex-
amples of how the Outcomes Model may lead to
different interpretation than the traditional Bio-
medical Model. The first concerns international
public policy. The second example is relevant to
clinical policy, and the third concerns individual
patient decision making.

International policy

The World Health Organization and the World
Bank have recently adopted a methodology similar
to QALYs. Using data on disease and disability,
they have proposed the disability adjusted life year
(DALY) as a metric for prioritizing world health
needs. DALYs are scored in the opposite direction
as QALYs, but are conceptually quite similar.
Figure 2 shows the relationship between years of
life lost and QALYs lost for a variety of different
health problems. Some of the most important data
points are in the upper left corner of the graph.
Conditions such as osteoarthritis and depression
are notmajor causes of life years lost; however, they
are among the leading causes of DALYs lost [36].

When using DALYs as a measure of outcome, it
is apparent that some of the major health threats
have received too little attention. For example,
we are tremendously concerned about infectious
problems such as the Ebola virus. However, the
impact of these infectious problems is relatively
minor in relation to mental illness, which is the
number one threat to worldwide health. Other
problems, such as those associated with tobacco
use, are also major contributors to the number of
DALYs lost. Over the next 30 years, it is expected
that DALYs lost to infectious diseases will decline
while those lost to major chronic diseases will
increase. In effect, the disease burden patterns
of Westernized developed countries will begin
emerging in the developing world [36].

Clinical policy

Another distinction between the Outcomes Model
and the traditional Biomedical Model is in the
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definition of disease. The traditional view is that
disease is binary; the disease is regarded as either
present or absent. If present, treatment is typically
indicated. The Outcomes Model regards disease as
a process. Although biological abnormalities might
be detected, they are not considered problematic
unless they threaten the life expectancy or may
reduce health-related quality of life. Biological
abnormalities that will not affect either life expec-
tancy, or life quality, are called pseudo-disease [37].
Pseudo-disease is very common. As a result, efforts
to screen populations for health problems will re-
sult in a lot of ‘disease’ and may produce significant
expenditures on treatment. However, it is not clear
that population health will improve. Organizations
such as the American Heart Association, the
American Lung Association, and the American
Cancer Society (ACS) [38] argue that mass
screenings for disease is necessary because ob-
served disease represents only the tip of the iceberg.
Clearly, greater screening will produce more cases.
On the other hand, what will be detected includes
both true disease and pseudo-disease.

Acknowledging that disease is a continuum re-
quires that a specific threshold for diagnosis be
defined. Changing the threshold might greatly in-
crease the number of people designated for treat-
ment. For example, the threshold for the treatment
of high blood cholesterol used to be a total cho-
lesterol of 240 mg/dl. About 20% of American

adults fall in this category. When the definition
was recently changed to 200 mg/dl, the proportion
of American adults who needed treatment increase
to over 50% [13]. The Outcomes Model attempts
to estimate the likelihood that each patient will
benefit from treatment. An individual with a total
cholesterol of 201 mg/dl might be regarded as re-
quiring treatment according to the traditional
model; however, the person may be exposed to the
risks of treatment with very little individual po-
tential to benefit. The Outcomes Model attempts
to develop decision models that maximize QALYs
for each patient.

In order to understand some of the differences
in the way information is perceived by the two
models, it is necessary to consider two biases: lead
time bias and length bias.

Lead time bias

Cancer screening may result in early detection of
disease. Survival is typically calculated from the
date that disease is documented until death. Since
screening is associated with earlier disease detec-
tion, the interval between detection and death is
longer for screened cases than for unscreened
cases. Epidemiologists refer to this as lead time
bias. Figure 3 illustrates this bias.

Imagine that two men each develop prostate
cancer in 1985 and die in 1997. Hypothetically, the

Figure 2. Comparison of global burden of illness by deaths alone (x-axis) vs. DALYs lost (y-axis). From Murray and Lopez (1996; p.

25).
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progression of the cancer is identical in these two
men. The man illustrated on the top line of Fig-
ure 3 was screened in 1987 and the cancer was
detected. After this diagnosis, he lived 10 addi-
tional years before his death in 1997. The man
shown on the lower line did not receive screening,
and developed symptoms of urinary retention in
1994. After this, he lived three additional years.
Survival for the man on the top appears to be
much longer than that for the man on the bottom,
even though the interval between developing can-
cer and dying is exactly the same. Referring back
to Figure 3 which showed changes in survival
among those diagnosed with prostate cancer ac-
cording to the ACS, these data prompted the
conclusion, ‘Over the past 30 years, the survival
rate for all stages combined has increased from 50
to 87%’ [38]. The ACS attributes these changes to
advances in cancer diagnosis and treatment.

Observational (nonrandomized) studies are of-
ten unable to separate lead time bias from treat-
ment effect. It has been suggested that increased
survival associated with screening can be attri-
buted to lead time, and not to early detection and
treatment [39, 40]. The only way to eliminate lead
time bias is to perform clinical trials in which men
are randomly assigned to either treatment or
control groups and followed for many years. To
date, there has been no randomized clinical trial
evaluating the benefits of screening for prostate
cancer. As a result, the ACS statement on in-
creased survival cannot be confirmed nor refuted.

Length bias

Tumors progress at different rates. Some cancers
are very-slow growing while other tumors progress
very rapidly. Some cases may regress, remain sta-
ble, or progress so slowly that they never produce
a clinical problem during an ordinary lifetime.
These cases might be described as pseudo-disease
because they are not clinically important [41]. The
probability that disease is detected through
screening is inversely proportional to the rate of
progression. For example, with rapidly progress-
ing disease, early detection may not produce a
clinical benefit because cases are detected too late.
On the other hand, diseases with very long pre-
clinical phases are more likely to be detected by
screening. However, diseases that are progressing
extremely slowly may never cause clinical prob-
lems. Ironically, advances in screening technology
have a greater likelihood of detecting cases for
which a clinical manifestation will never materi-
alize [42].

It is possible that some of the apparent benefits
of screening and treatment for cancer are actually
attributable to lead time and length bias. If this
were true, then the greater incidence of detected
disease would not be reflected in reduced mortality
rates. This appears to be the case for prostate
cancer. Current data suggest that, despite increases
in screening, mortality rates of prostate cancer
have remained relatively constant over the last two
decades [43]. The same holds for ovarian cancer,
breast cancer, colon cancer, and most other ma-
lignancies (except lung cancer).

Technology will improve disease detection rates.
Newer approaches adjust raw prostate specific
antigen (PSA) level by gland density [44] or use
ratios of free to complexed PSA [45]. These ap-
proaches are still under evaluation, but it is likely
that they will identify more cases at an earlier
stage. Although they may identify some men who
will benefit from early treatment, they will also
find a larger number of men who would have died
never knowing they had prostate cancer.

In summary, we typically assume that the more
sensitive the test, the more it will contribute to
population health status. However, tests can also
do harm because false-positive tests can lead to
other investigation that might be physically or
psychologically harmful [46]. As a result, patients

Figure 3. Example of lead time bias. The two lines show two

different patients, each patient develops prostate cancer in 1985

and dies 12 years later in 1997. However, it appears that the

patient shown on the top line survives longer because the dis-

ease was detected earlier.
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cannot be given a clear and definitive answer to
questions about whether they should be tested.

Individual decision making

The OutcomesModel shifts the focus of health care
from finding and fixing disease to maximizing
QALYs. Although the outcomes model and the
traditional Biomedical Model are similar in many
ways, they lead to very different approaches to care.
According to the traditional Biomedical Model,
medicine is about diagnosis and treatment (finding
and fixing). According to the Outcomes Model,
medicine is about making decisions that will maxi-
mize the quality adjusted life expectancy.

Perhaps the best example of contrast between
the two models concerns the diagnosis and treat-
ment of prostate cancer. Prostate cancer is an
important health problem; it is the second leading
cause of cancer death among men (behind lung
cancer). The epidemiology is interesting because
there may be a large reservoir of undetected cases
[42]. The National Center for Health Statistics

reports that there were 132,000 new cases in 1992
[47]. The ACS reported that there were 334,500
new cases in 1997 [38]. National data suggest that
there were 34,000 deaths from prostate cancer in
1996 while the ACS projected 41,000 expected
deaths in 1997. There are significant differences of
opinion about whether the public should invest
in screening programs for prostate cancer. The
American Urological Association and the ACS
have promoted large-scale screening of all men
older than age 50 [48]. These organizations suggest
a yearly screening using digital-rectal exams or
PSA. The State of California enacted legislation in
1998 requiring physicians to advise men about the
benefits of prostate cancer screening. Other orga-
nizations, including the American College of
Physicians, argue that such screening programs
may be of limited benefit [49a, b] and that they
may be costly, accounting for about 5% of all
health care costs [50].

One of the challenges is to determine whether
there really is an epidemic of prostate cancer.
Figure 4 shows changes in prostate cancer inci-
dence and mortality between 1976 and 1994. The

Figure 4. Prostate cancer incidents and mortality per 100,000 men in the US population from 1973 to 1994. Data from SEER, Cancer

Statistics Review, 1973–1994 (NIH publication no. 97-2789).
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number of reported prostate cancer cases doubled
over this interval. Following concern about the
value of screening, there has been a recent down-
turn in incidence. However, mortality from pros-
tate cancer has remained relatively constant. One
explanation for this apparent discrepancy is that
there is a reservoir of undetected prostate cancer.
Many of the undetected cases are unlikely to lead
to ill health or death [37].

Ambiguity

The Outcomes Model recognizes the significant
ambiguity surrounding many treatment choices.
Although we may be able to find and attempt to fix
prostate cancer, the real challenge is in deciding if
diagnosis and treatment is valuable.

There have been several simulations of the
benefits of screening and treatment. There are at
least three methods available to screen for prostate
cancer: digital rectal exams, trans-rectal ultra
sound, and PSA. About 3% of all men will die of
prostate cancer; however, autopsy studies show
that for men in their mid-seventies, about 40%
have prostate cancer [41]. Better diagnostic pro-
cedures will identify more men who have the
condition. For those who do have disease there are
three options: radical prostatectomy (surgical re-
moval of the prostate gland), external beam radi-
ation, and watchful waiting.

For men who choose radical prostatectomy, it is
unclear whether there is a survival benefit [49a, b].
They may gain some relief knowing that they have
chosen the most aggressive option, although, there
are consequences. Among men receiving radical
prostatectomy, about 40% will become inconti-
nent, and 30% of these will have incontinence that
requires the use of pads or clamps. Sixty percent of
the men who will undergo prostatectomy will be-
come impotent, and only about 11% will have had
sexual intercourse in the 30 days prior to the in-
terview [51].

The traditional model encourages treatment for
those with a diagnosis (find it–fix it). The Out-
comes Model recognizes another option: watchful
waiting. Watchful waiting involves monitoring the
condition without treatment; treatment can be
initiated if the disease changes. Understanding the
value of watchful waiting requires an under-
standing of the natural history of disease. Com-

puter simulations of cohorts of 68-year-old men
suggest that the risk of distant metastasis is about
5 per 100 patient years. The median time to me-
tastasis is about 14 years. During the 14-year in-
terval, 58% of the men will die of other causes
prior to the development of metastatic problems
from their prostate cancer. For those who do de-
velop metastases, hormonal therapy can provide
control of symptoms, and can delay disease pro-
gression long enough that many of the men die of
other causes prior to serious complications from
their prostate cancer [52].

Using QALYs as an outcome measure, simu-
lations suggest there are few benefits of screening.
For example, Krahn et al. [53] estimated the
population benefit for programs to screen 70-
year-old men for prostate cancer. They found that
the benefits, on average, were improvements in
the life expectancy between a few hours and
2 days. However, when they adjusted the life ex-
pectancy for quality of life, they discovered that
screening programs reduced quality adjusted life
days. The reason for this negative impact is that
screening identifies many men who would have
died of other causes. These men, once identified
with prostate cancer, are then likely to engage in
a series of treatments that would significantly
reduce their quality of life. For these men, the
treatment causes harm without producing sub-
stantial benefits.

Shared decision making

The Outcomes Model recognizes that there is
ambiguity surrounding many health care deci-
sions. Although there are a few cases in which the
choice of treatment is obvious, many choices in
health care involve complex decisions in which
there are risks and benefits for several different
alternatives. Earlier several studies on small area
variations were summarized. These studies sug-
gest that the likelihood of getting certain medical
procedures such as coronary artery bypass sur-
gery, surgery for prostate cancer, or end of life
treatment, vary dramatically across geographic
areas. Physicians are significantly more likely to
prefer aggressive care in some communities than
in others [30]. The treatments that patients re-
ceive are largely a function of physician choice.
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Patients are rarely told about the ambiguity of
the data, and are rarely involved in the decision
process.

One of the best examples involves mastectomy
vs. lumpectomy for women with well-defined
breast cancer. The reason this particular example
is valuable is that the probability of surviving
lumpectomy vs. mastectomy (plus radiation) is
approximately equal [54]. In other words, a
woman has the same chance of surviving her
breast cancer with each of these alternatives. The
real issue for the women is their desire to retain
breast tissue. For some women the cosmetic ad-
vantage of maintaining the breast is very impor-
tant; however, some women may feel more
comfortable knowing that a larger amount of po-
tentially cancer-prone tissue is removed.

Studies of the use of mastectomy vs. lumpec-
tomy have shown that there is remarkable vari-
ability across US communities. Provo, Utah, for
example, has the highest mastectomy rate in
United States. Roughly half of the women with
breast cancer in this community get mastectomies.
On the other hand, Paterson, New Jersey has the
lowest rate. Women in Provo are about 25 times
more likely to have mastectomy than women in
Patterson. The difference is largely physician
choice because the evidence shows that the like-
lihood of surviving breast cancer is about the
same for these two communities.

The shared decision making paradigm incor-
porates patient preferences into the decision pro-
cess. The crucial factor is one of quality of life.
Individual preferences for life with and without a
breast can be taken into consideration. The most
important challenge in using this shared decision
making approach is in finding ways to commu-
nicate risk information. The first step in devel-
oping shared decision making tools requires a
systematic review of the literature. Quality of
studies must be taken into consideration and
meta-analysis must identify the most probable
results of different procedures. Effort must be
devoted to communicating risk information so
that it can be comprehended. This is best ac-
complished by reporting raw frequencies, or rel-
ative risks, rather than odds ratios. Interactive
videos showing patients who have experienced
different options may be of value, although very
few studies have systematically evaluated these

programs [55]. Perhaps the most important fea-
ture of the shared decision making paradigm is
that it recognizes the unique information that
each partner contributes. Health care providers
may be best able to explain the treatment options
and the probabilities for various outcomes. On the
other hand, the effects of treatments may be very
personal and reaction to these effects may differ
from person to person. Only the patient is able to
value these outcomes.

Summary

The traditional Biomedical Model and the Out-
comes Model differ in a variety of ways. One of the
most important distinctions is in the focus of at-
tention. The traditional model emphasizes disease
pathology and treatment. According to this model,
the function of health care is to detect problems by
identifying pathology. Once identified, treatment
is initiated. The Outcomes Model focuses on the
impact of detection and treatment. Often, identifi-
cation of pathology and treatment result in im-
proved patient outcomes; however, there may be
cases in which identifying disease does not result in
better patient outcomes. For example, there are
many circumstances in which disease, if left unde-
tected, has no impact on life expectancy or quality
of life. As a result of this ambiguity, providers and
patients must face difficult decisions about what
treatment should or should not be initiated. The
change in focus of attention may affect decisions at
the public policy level, the clinical policy level, and
in individual decision making.
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